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Abstract. To improve the performance of artificial bee colony algorithm, a modified artificial bee 
colony algorithm is proposed. The modified ABC algorithm takes advantage of chaotic mapping to 
enhance diversity in the bee population, uses information of a better solution to guide the search of 
candidate solutions toward a promising direction that improves exploitation, and introduces a global 
solution into the scout stage in order to jump out of the local optimal value. The modified ABC 
algorithm balances exploration and exploitation, which contradict each other, so that it can achieve 
optimal performance. Simulation results show the proposed method has more accuracy than the 
other methods. 

1 Introduction 
In the recent years, the popular swarm intelligent algorithm, artificial bee colony (ABC) 

algorithm that is drawn from the intelligent foraging behavior of honey bee is proposed by Karabog 
[1]. Since the ABC algorithm is simple in concept and structure, is easy to implement, has few 
control parameters, and has outstanding performance, it has been widely used in many fields, such 
as optimal filters, chaotic systems, optimal power flow, and blind source separation [2-5]. It was 
also applied to classify remote sensing images, constraint multi-objective evolutionary, and SVM 
parameter optimization [6-8]. Karaboga uses ABC method to optimize a large number of test 
functions [9]. Vafadarnikjoo utilizes ABC to solve the problem of assigning cells to switches in the 
personal communication services networks [10]. However, the existing ABC algorithms are still 
insufficient to handle the solution search equation. The search equation of ABC algorithm is good at 
exploring and bad at exploitation. To further improve the performance of ABC, it is necessary to 
establish a balance between the two abilities. Therefore, we propose a modified artificial bee colony 
algorithm by introducing new search mechanisms. 

2 Improved ABC algorithm 
It is well known that both exploration and exploitation are necessary for population-based 

optimization algorithms; however, in practice, exploration and exploitation contradict each other. In 
order to achieve optimal performance, both capabilities should be well balanced. 

Initialization of the population is an important part of the evolutionary algorithm, which not only 
affects convergence speed, but also the quality of the final solution. Since chaotic motion [2] can 
traverse all states within the specified range without repetition by its own “laws”, we fully extract 
and capture the solution space by chaotic mapping to enhance diversity in the bee population. 

In chaotic theory, one-dimensional Logistic mapping is widely used, for which the mathematical 
equation is: 
  1 (1 )t tλ µ λ λ+ = × −                                                               (1) 
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where T  is a preset maximum number of iterations, tλ  is a random number in the range [0,1] and 
0 {0,0.25,0.5,0.75,1}λ ∉ , and µ  is a control parameter. When 4µ = , the system is completely in a 

chaotic state. 
First, a set of chaotic variables tλ  is generated by equation (1). Second, SN  food sources are 

mapped to the chaos interval max min[ , ]X X  according to equation (4) by using the chaotic sequence. 
maxX  and minX  represent the upper and lower bounds of iX . Finally, the new initialization formula 

is described as follows: 
, min, , max, min,( )i j j i t j jX X X Xλ= + × −                                                    (2)  

The merits of evolution strategy have a critical influence on exploration and exploitation; 
however, in practice, these two abilities are mutually contradictory. The question of how to adjust 
the search strategy to balance exploration and exploitation, and to improve algorithm accuracy, is a 
key issue in this study. In the ABC algorithm, kjX  is selected at random, which leads to good 
performance in exploration, but poor exploitation, making these two abilities unbalanced. In order 
to solve this problem, the following improvement strategies are proposed: 

, ,best best j i i j
ij

best i

Fit X Fit X
S

Fit Fit
⋅ + ⋅

=
+

                                                      (3)  

, ,( ) ( )ij best j i j kj ij ij ij ijV X X X S Xφ j= + − + −                                                (4) 
where {1,2, , }j D∈  , {1,2,....., }k SN∈  and k i≠ , SN  is the number of the initial solution and is 
equal to one-half the number of bees, bestFit  is the fitness value of the best  solution, ,best jX  is 
the thj individual of the best solution in each iteration, iFit  is the fitness value of the thi solution, 

,i jX is the thj individual in iX , ,k jX  is the thj individual in kX , ijφ  is a random number in the 
range [ 1,1]− , and ijj  is a random number in the range [0,1]. 

As observed in (3)-(4), the best solution in each iteration can drive the new candidate solution 
towards the best solution; therefore, the modified search equation can improve exploitation, and at 
the same time, the new equation maintains the advantage of selecting solutions randomly and 
ensures diversity in the population. In order to establish a balance between exploration and 
exploitation, ijS  is introduced to the search equation, on one side, which guides the search toward 
the promising region and away from being trapped in a local optimum. On the other hand, it reduces 
the guiding role of the optimal solution to a certain extent, which avoids good exploitation but poor 
exploration. 

In the ABC algorithm, when a solution cannot be improved in a predetermined cycle, it is 
abandoned since this solution has fallen into a local optimum value. The next generation will search 
new sources near the extreme value, which is straightforward in a state of stagnation. This not only 
weakens the ability to explore the population, but also hinders the entire population's convergence 
to the global optimal value. By taking into account that the nature of scouts is to escape from the 
local optimal value, a global optimal solution is introduced to update the solution. In this way, the 
bee population will jump out of the local optimal value. The modified equation is described as 
follows: 

 , ,( )bj ij gbest j gbest j bj ijV X X Xj φ= + −                                                    (5) 
where ,gbest jX  is the thj individual of the global optimal solution, bjX  is the thj individual of the 
solution that is not improved at present, and ijj  and ijφ  are the same as above. 

3  Simulation and discussion 
In order to evaluate the performance of the modified algorithm GBABC, we use six benchmark 

functions with D=5 or D=30 [11], as listed in Table 1 and Fig 1. By comparing the performance of 
GBABC, ABC[1], and ABCbest [11], it is shown that the proposed algorithm has higher precision 
and stability. Simulations were completed in Matlab 7.0. Some of the parameters are set as follows: 
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population scale is 100, number of limit is 50, the three algorithms are run 20 times for each 
benchmark function, and all of the best values of the functions are zero.  

As shown in Table 1, the optimized results of the three algorithms obtained with three 
benchmark functions are listed, and the mean and standard deviation are recorded. The mean shows 
the precision and speed of convergence, and the standard deviation reflects the stability of the 
algorithm. Results show that when the dimension increases from 5 to 30, exploitation of the 
GBABC algorithm is all enhanced compared with ABCbest and ABC. For Schwefel and 
Rosenbrock functions, all compared ABC algorithms can obtain similar results, GBABC also 
overcomes ABC and ABCbest algorithms in general. For Griewank function, GBABC outperforms 
than any other compared algorithms. 

Table1 Comparison of performance among three algorithms 

4 Conclusion 
In order to analyze voltage flicker, a new ICA algorithm is proposed based on a modified ABC 

algorithm (GBABC). The major contribution of this paper is that the proposed ABC algorithm can 
achieve good exploration and better exploitation by adopting chaotic mapping for initialization. The 
search strategies have been improved for employed bees and the onlookers phase. A global optimal 
solution has been introduced to guide the search direction for scouts, in order to avoid falling into 
local optimal solutions. The simulation results show that new proposed ABC algorithm has good 
performance than other ABC algorithms in most case. It may be also worthy to apply other 
optimization algorithms such as NSGA-II, NSGA-III, MOPSO [12-13] to optimize ICA algorithm. 
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Function Method Mean Std 
Schwefel  
(D=5) 
 

GBABC 
ABCbest 
ABC 

1.5605e-03                   
1.5617e-03 
7.7653e-03 

1.0586e-03 
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5.5648e-03 
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(D=5) 
 

GBABC 
ABCbest 
ABC 
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3.1613e-03 
3.2844e-03 
4.4883e-02 

Griewank (D=5) 
 

GBABC 
ABCbest 
ABC 

0 
0 
3.3862e-14 

0 
0 
4.7731e-14 

Schwefel (D=30) 
 

GBABC 
ABCbest 
ABC 
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4.9873e-01 
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8.3431e-01 
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(D=30) 
 

GBABC 
ABCbest 
ABC 
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7.7621e-01 
2.6853e-02 

Griewank (D=30) 
 

GBABC 
ABCbest 
ABC 

3.3861e-13 
1.7674e-10 
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